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A. Appendix to Section 2: Theory

Proposition A.1 Suppose that firms have a possibility of hedging foreign exchange risk by ac-
quiring hy > 0 units of a financial derivative contract with a payoff of Xiy1 > 0 and a price of

Ei[M; 141 X¢41] to be paid at time t. The firm always chooses hy = 0.

The intuition behind this result is straightforward. Hedging effectively plays a role of investment,
and the firm only gets the payoff X;; from this investment in good (survival) states, while paying
the market price at time ¢ to get the payoff in all states. Thus, hedging is just a transfer of funds

from shareholders to debt-holders, and firms optimally decide to minimize this transfer.!

Proof of Proposition A.1. The maximization problem is

max§ — Ey[M; 1 X 41)he

t
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The derivative of this objective function with respect to h; is given by
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and hence h; = 0 is optimal. Q.E.D.

!There is ample evidence that firms often choose not to hedge their foreign currency risk. See, for example, Bodnar
(2006) who shows that only 4% of Hungarian firms with foreign currency debt hedge their currency risk exposure.
Furthermore, according to Salomao and Varela (forthcoming): “data from the Central Bank of Peru reveals that
only 6% of firms borrowing in foreign currency employ financial instruments to hedge the exchange rate risk, and a
similar number is found in Brazil.” Du and Schreger (2017) also provide evidence that firms do not fully hedge their
currency risk exposures. See also Niepmann and Schmidt-Eisenlohr (2019), Bruno and Shin (2017). While it is known
that costly external financing makes hedging optimal (Froot, Scharfstein, and Stein, 1993; Hugonnier, Malamud, and
Morellec, 2015), Rampini, Sufi, and Viswanathan (2014) show both theoretically and empirically that, in fact, more
financially constrained firms hedge less.



Proof of Theorem 2.1. Firm’s problem is to maximize

l
My i1 [(1 —(1-=p) (BtH(Bt)) ) (1+¢)&jii+1

Qi1

¢ 0+1
—Bi+1(Bt) <1 - <Bt51§ft)> ) + Q0+ 1) (1 - (Bt;;ft)) >”

Differentiating, we get from the standard Kuhn—Tucker conditions that borrowing only in dollars
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is optimal if and only if
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for all j with the identity for j = $. This inequality can be rewritten as
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At the same time, for the dollar debt we get
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and we get the Kuhn—Tucker conditions
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and the claim follows. Q.E.D.

The next lemma formulates the optimality in terms of the pricing kernel Mt’ft 11 = Mtﬂft 11€kt 41

in a different currency k.

Lemma A.2 Issuing in dollars is optimal if and only if

, ) Ef[Mfy 1€ ir] < E; [Mt]ft+15$,k,t+1]
)

kOt 14 o E Ot g1+t
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for all j.

Proof. The currency—k price of debt denominated in currency j satisfies
8 (Be, k) = Ef[MF,yy (1= (1= p)@(Wep1(By))) (1+ )& 11/ Enps1]

where Mfft 11 = MEt +15k,t,t+1 is the pricing kernel in currency k.
Let now V; = V, /Ek+ be the firm equity value in dollars and similarly Q=0 /& and Bt—i—l =

Bit+1/Ek 41 is the debt payoff denominated. Then,
Ve = Vi/€ry = uZ; + max {Zaﬂ(Bt,k)Bj,tuq(j))+Et[Mt’ft+1max{wH - BtH(Bt),OH}
t .
7=1

and thus nothing changes. Thus, repeating the above argument, dollar debt is optimal if and only

if
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Q.E.D.

Proof of Theorem 2.3. follows from the following known result.



Lemma A.3 Suppose that f,g are monotone decreasing and bounded. Then,

Covi(f(X),9(X)) = 0

for any bounded random variable X.

We need to compute

et Covy(My 41, Pitt+1)

IRP, =
! Ey[Pi t41]
For simplicity, we will assume that all idiosyncratic shocks are identically zero. Define a; = — log S;.
Our goal is to prove that
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is monotone increasing in ¢. We have
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Making a change of measure dP = eit+1% /Ey[e®+19], we can rewrite the required inequality as

E, ety -
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which is a direct consequence of Lemma A.3. Q.E.D.



B. Appendix to Section 3: Evidence from Forward—Looking Mea-

sures

Table B.1. QRP, IRP, debt currency choice: Sample restricted to banks

(1) (2) 3) (4) (5) (6)
Sample: Banks Banks Banks Banks Banks Banks
USDghr USDghr USD;hr USD;hr USD;ghr USDghr

QRP€2)//$¢ —3.369%** -1.512% —3.039%***
(0.403) (0.761) (0.467)

IRP;}; —-0.00366 0.000598 0.0487**
(0.0204)  (0.0258)  (0.0211)

IRPé‘; —0.192%**  —0.203*%F*  —0.163***
(0.0319) (0.0513) (0.0302)

Trend X X

Control X X

Period 09q4-15g3  09q4-15q3 09q4-15g3 99q1-19q4 99q1-19g4 99q1-19q4

Observations 24 24 24 84 84 84

R-squared 0.644 0.708 0.710 0.284 0.285 0.478

Notes: Robust standard errors are shown in parentheses. *, ** *** denote significance at the 10, 5, and
1% levels respectively. Debt issuance data includes only banks. Latest observed values of QRP€2>/$¢,
1 RP;}; and I RP€2§ in a given quarter are used. QRP€2§//$¢ data come from Kremens and Martin (2019),
and IRP$2’¥ and IRP€2§ come from Hoérdahl and Tristani (2014). Trend refers to a linear time trend

and control refers to the inclusion of total issuance as a control variable.



Table B.2. QRP, IRP, debt currency choice

: Sample restricted to non—banks

(1) (2) (3) (4) (5) (6)
Sample: Non-Banks Non-Banks Non-Banks Non-Banks Non-Banks Non-Banks
USD;hr USD;hr USD;hr USD;hr USD;hr USDshr
QRPé’//&t —2.750%** -1.759 —2.859%**
(0.470) (1.174) (0.640)
IRP$27§ -0.000896 -0.0124 0.0232
(0.0207) (0.0278) (0.0252)
IRPé’; —0.196*** —0.166*** —0.203***
(0.0253) (0.0373) (0.0226)
Trend X X
Control X X
Period 09q4-15q3  09q4-15g3  09g4-1593  99q1-19g4  99q1-19q4  99q1-19q4
Observations 24 24 24 84 84 84
R-squared 0.509 0.531 0.512 0.319 0.325 0.379

Notes: Robust standard errors are shown in parentheses. *,

** *** denote significance at the 10, 5, and 1%

levels respectively. Debt issuance data includes only non—banks. Latest observed values of QRP€2}//$¢, 1 RP@/

and TRP2Y, in a given quarter are used. QRPé’//&t data come from Kremens and Martin (2019), and [ RP@/

and [ RP€2?; come from Hordahl and Tristani (2014). Trend refers to a linear time trend and control refers to

the inclusion of total issuance as a control variable.



C. Appendix to Section 4: Evidence from Backward—Looking Mea-

sures

In order to complement the results from Section 4, in this appendix, we first redo the regressions
in Section 4.1, using bilateral exchange rates as opposed to the dollar index. We show that the
results are qualitatively similar, especially in terms of the patterns of short—term and longer—term
covariances. Next, guided by these results, we compare the international debt share of the yen and
the pound, currencies of countries that command a roughly similar share of the world economy. We
show that the share of the pound and the yen in international debt markets behave in line with the
risk properties of these currencies, in line with the mechanisms in our theory. We repeat the VAR
analysis with the MSCI World Index instead of S&P 500 and show that our results are similar and
even stronger. Finally, we report the results of the simple regressions between the dollar index and

stock market indices with non—overlapping observations.

C.1  Backward-looking results with bilateral exchange rates

In this section, we provide the results for the same regressions as in Section 4.1, but using
bilateral exchange rates for the dollar against four other major currencies. As Figure C.1 shows,
the dominant currency condition (2) holds empirically with currency j being the euro (EUR), the
yen (JPY), or the Swiss franc (CHF). The only exception is British pound (GBP), for which our
empirical proxy estimates in Figure C.1 for the covariance in (2) have a negative sign. However,
these covariance estimates are statistically insignificantly different from zero at the horizons of
average debt maturity of firms. Thus, even absent differences in issuance costs, firms would strictly
prefer issuing debt denominated in dollars, even if they could issue in EUR, JPY, or CHF. And even
a slight difference in issuance costs favouring dollar to GBP would also make dollar immediately

dominate over GBP.



Fig. C.1. The betas of the bilateral exchange rate of the dollar against major currencies
with respect to stock market indices
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Notes: The graph on the left—hand side herein reports the regression coefficients 5 from the regressions (4) using
the S&P 500 index. The graph on the right-hand side reports the regression coefficients from the regressions (4)
using the MSCI AC World Index. The dots show the corresponding values of the S, coefficients, while the lines show
the 95% confidence intervals for these coefficients. Standard errors are corrected using the Newey—West procedure
with the number of lags being equal to the horizon h of returns for each respective regression. The sample period for
the S&P 500 goes from January 1973-December 2019. The sample period for the MSCI AC World Index goes from
January 1988—December 2019 since data are only available starting from 1988.

C.2  Yen vs. Pound

As we show in Section C.1, the risk properties of the dollar alone can explain why the dollar
dominates the euro, the yen and the Swiss franc in the sense of Theorem 2.1. One notable case
is the pound: By Figure C.1, the pound has favorable risk properties for debt issuers compared
to most of the other major currencies. In reality, there are many reasons why the pound may
not be the most obvious competitor to the dollar, such as differences in the size of the economies,
lower issuance costs for the dollar etc. However, it is reasonable to compare the dynamics of debt
issuance in GBP to that in JPY, since Japan and the Great Britain have similar size in the world
economy. In this case, Figure C.1 shows that (2) holds empirically if we replace $ with GBP and
choose j=JPY. Hence, firms should strictly prefer issuing in GBP to issuing in JPY. Figure C.2 is

in line with this prediction of our model. Indeed, surprisingly, despite the slightly larger share of



Japan in the world economy and lower nominal interest rates and inflation in Japan, the share of

pound—denominated debt is higher than the share of yen—-denominated debt.

Fig. C.2. The yen versus the pound
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Source: BIS, IMF WEO, authors’ calculations

C.3 VAR Results using the MSCI World Index

In this subsection, we redo the VAR analysis conducted in Section 4 with the MSCI All Country
World Index instead of the S&P 500. Note that due to data availability, our sample period runs
only from 1988 to 2019. We present the results of the estimation of the VAR(2) model as well the
cumulative impulse response functions to a negative shock to the MSCI All Country World Index

below.

C.4  Simple Regressions Using Non—Querlapping Observations

In this appendix, we repeat the exercise in Section 4.1, but with non—overlapping observations,

for example we using data from January 1973, January 1978... etc to calculate five—year returns,
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Table C.1. A VAR(2) model of the MSCI World
Index and the FRED dollar index

(1) (2)
Ret MSCIi_1y RetUSDi_ 14
Ret_ MSCIi_o41 -0.287 0.171%*
(0.208) (0.0716)
Ret_MSCI;_3,_5 -0.236 0.118
(0.220) (0.0756)
Ret USD;_94_1 0.0140 0.219
(0.536) (0.184)
Ret USDy_3: 2 —0.0452 -0.286
(0.519) (0.179)
Observations 30 30
R-squared 0.1065 0.3433

Notes: Standard errors that are adjusted for small-sample
degrees of freedom in parantheses. *, ** *** denote sig-
nificance at the 10, 5, and 1% levels, respectively. The
coefficients are from a VAR(2) model of the yearly returns on
the MSCI World Index and the FRED dollar index against
major currencies (DTWEXM) between 1988 and 2019. The

variance—covariance matrix for the error terms is estimated
. 0.0270

as: X =
— —0.0027 0.0032
and proceed similarly for other horizons, without any overlap between observations. Since our
sample period is not sufficiently large, this approach necessarily leads to very small sample sizes.
For example, since we have 46 years of data, five—year horizon only allows for 9 observations. We
nevertheless report the results, for S&P 500 using a sample between 1973 and 2019, and for the
MSCI World index, using a sample between 1988 and 2019, below. While in most cases, the results

are not statistically significant, they follow a similar pattern that we have shown in Section 4.1.
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Fig. C.3. Cumulative Impulse Response Functions of a Shock to MSCI World Index

IRF of MSCI World Index IRF of the dollar index

Source: Datastream, FRED, authors’ calculations.

Notes: Figures show the cumulative impulse response functions of a negative 1 ppt shock to the MSCI World Index
based on the estimates of a VAR(2) model of the yearly returns on the MSCI World Index and the FRED dollar
index against major currencies (DTWEXM) between 1988 and 2019, reported in Table C.1. The lines in each graph
represent the cumulative impulse response functions. The darker shaded areas represent the 90% confidence intervals,
while the lighter shaded areas represent the 95% confidence intervals.



Fig. C.4. The betas of the USD index returns with respect to stock market indices
using non—overlapping observations
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Notes: The graphs report the regression coefficients 85, from the regressions (4) using non—overlapping samples across
different horizons, h. The round dots and the corresponding solid lines in both panels represent the point estimates,
Br, and 95% confidence intervals obtained using robust standard errors. The left—hand panel uses a sample period
between January 1973 and December 2019. The right-hand panel uses a sample period between January 1988 and
December 2019.



D. Appendix to Section 6: Dynamic Capital Structure

Firm’s problem is to maximize
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Differentiating, we get from the standard Kuhn—Tucker conditions that borrowing only in dollars
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At the same time, for dollar debt we get
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Now, we will just be verifying the Kuhn—Tucker conditions at time zero when By is purely in US

dollars. In this case,
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Dividing, we get
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whereas
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so the condition is still the same. Here, z,y > 0 (we assume that x > 0) are constants. This
defines By ¢ = F(X1,By). However, to derive the first order conditions, we will need to compute
derivatives of F' with respect to other debt components. To this end, we need to differentiate the
implicit equation
e1Eq[M; 2]
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Differentiating this identify with respect to B}

5,00 We get

_ _ — l—
0 = 2lEr[M1p9 " (Bos + Bis)' (€2 + Big)l + B [M1,2Q2 “(Bos + Bus) l} Bg

+ (L= 1)Er[M1 295 (Bos + Bis) *(Ej2 + By g)|Bs 1
implying that

9Bs:1 E1[M) 995 0](x(Bos + Big)" + ({ —1)(Bys + B1g)" ' Bs1)
0Bjo R [M1295 ) (x€(By s + By g)¢ + [(¢ — 1)Bs 1 (Bog + B1.g)" 1) + (Bos + Bl,$)g]
By [My995°€;) te1 Br [My o] — E1[M1995 ) (Bos + Bus) ' Bsa
 Ei[M1293"] le1Ba[Mi o] + Bi [My 205 (Bos + Bis)' ' Bs g

Now we can solve the time zero problem. The objective with respect to By is
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where

dj0(Bo) = E[Mo(c1€1 +6j1(Bo + F(X1, Bo))) 1w, (Bo,x121)-3, e1 B0 (1-7);1>0]

and where
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Now, by assumption, Z; ~ £y*~! on [0,1]. First, we need to figure out the threshold (X1, By)

for default at time ¢ = 1. It is determine via
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Substituting, we get the following equation for ©; evaluated as B = Bg :
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We will impose a technical condition that at that threshold it is optimal not to issue any more debt
(indeed, this is the default threshold, so it makes perfect sense). Hence, Bj is not there at ©; and
now the equation for ©; becomes much simpler. By assumption, there are always some states in
which the firm survives at time ¢ = 2. This is equivalent to min(22)©1 > Bg o(1 +¢(1 —7)). In this

case,
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and hence
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where
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and this equation has a solution if and only if
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That is, default threshold is homogeneous in Bg, when no new debt is issued at the default

threshold. Let us now verify the technical condition: It is equivalent to

1+e(l—7)
min Q9

1+e(l—7

—l
Ey[My 20(0+1)710) + < )> (0+1)" B (M1 2954 > 14¢(1—7)+e1(1-7)

min Q9

Now, we can integrate the idiosyncratic shock away:
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— (1= p)E[Mo2(1 + ¢)&; 2050 Bs(q)*q " dq]
Bo©3

We will also need

1
Wi(By, X1,Q) = / W1(Bo, X19)¢q" dq
Q
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and now we can finally write down the full value function:

> 6i(Bo)Bjo — E[Mox»  c1Bjo(1 - 7)E1(1 — ©1(X1, Bo)")]
J J

+ E[Mo1W1(Bo, X1,01(X1, Bo))]

Our objective is to verify the Kuhn—Tucker conditions at the pure dollar debt equilibrium. We thus

need to verify (note that the terms with ©) cancels out):

6j(Bo)(1 —gc) + 35(Bo)Bso(1 — qc) — E[Mo1c1(1 - 7)E;1(1 — ©1(X1, Bo)")]

8Bj70

+ E[My

Wi(By, X1,01(X1,By))] <0
3B, 1(Bo, X1,01(X1, By))]

for all j # $. Now, we have

9 0
~ 0Bjo

(E[Mo,m(l — 01(X1, Bo))"]

1
+ E[Mog/ dg.1(Bo + F(X1q, BO))quldq]>
01(X1,Bo)

= — (E[My1¢101(X1, By)*™!

9B ©1(X1, Bo)]

— (E[My101(X1, Bo)"65.1(Bo + F(X161(X1, Bo), Bo))

aijo@l(Xl, By)]

1

+ E[Mo 1 / ds.1(Bo + F(qX1, Bo)))lq"'dq

01(X1,Bo) aBJ}O

= —VF |:M071@€71 (Cl + 5$71(BO =+ F(X1@1(X1, Bo), Bo))> @1(X1, Bo):|

9Bj 0

1

- E[Mo,l/ 01— p)(14c(1 —7))*
©1(X1,Bo)

F(gX1, Bo)

= [Mmq—fQQ—f( 0B,
]7

) 0 50y 4] ]

— (B [Mm@{—l (01 + 051 (Bo + F(X101 (X1, By), Bo))) 01 (X1, Bo)}

8Bj’0

1
- E[Mm/ 01— p)(A +c(1— 1))
01(X1,Bo)

qX1, By)

F - -
E [Ml,gqm;f( ( S+ €i2) (FlaXy, Bo) + By))' 1(1+C)} g dg|
]7
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Furthermore, (recall that we are always evaluating the derivatives at By o = 0 for all k£ # §)

_ 0 By(F(X1, Bo) + Bo) "
6Bj’05$’1(B0 + F(XI,B()))) = aijEl MLQ <1 — (1 — p) ( Q2 (1 + C)
¢ - 0Bs -1
= 01— p)(1 + ¢(1 — 7))'Ey | My20; (aB L gm) (F(X1, Bo) + Bo)) ™ (1 +¢)
5.0
and
0 01(1 — T)gj 1
0:1(X1,By) = 7
9B 1(%1, Bo) Wi x(Bo, X101) X4
whereas
0 0
B0 Wi(Bo, X1) = 9B, dg.1(Bo + Bg 1)Bsg1(1 — qc)
=+ E1 [MLQ(E(K =+ 1)_192 — BQ(Bl + Bo))]
+ (4 )T Ey [ M5 (Ba(Br + Bo))' T )
= —((1=p)(1+ (1= 7)) Er |M1905"€50(Bsa + Bo)' ™ (1+¢)] Bs1(1 - o)
— (1 + C(l — T))El [Ml,ggj’g] + (1 + C(l — T))“_lEl [MLQQQ_K(B&l + BQ)Zgj’2:|
and
0 0
aqVVl(Bo, X1q9) = 94 ds.1(Bo + Bg 1(q),q)Bg1(q)(1 — qc)

+ Ey[My (€0 + 1) g — (14 ¢(1 — 7))(Bs1(q) + Bo))]

+ (+1)E [M1,2Q_ZQ§€(B$,1(Q) + BO)EH} )

1= p)(1+ el = 7)) g 7 By [M1905"(Bs 1 (@) + Bo)'(1+ )| Bya(a)(1 — o)

B Myal(+ 1)) — 00+ )71+ e = 1) By [ Mi o~ 05" (Bs(a) + Bo)' ™
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but at ©; (since we assume that no new debt is issued at the default threshold)

0 _
%Wl(Bo,X1Q)|q:®1 = Er[Mgl(0+1)"'Q)]

— 00+ 1) A+ (1 — 7)) EL [ M0 7105 (Bs 1 () + Bo)

Furthermore, we know
-1 041 —0—1 -1 -0 -1
Ey [MLQE(E + 1) QQ] + B$70 @1 (6 + 1) Eq [MLQQQ ] = (1 + C(l — T) + 61(1 - T))B&Oel

and therefore we can rewrite

Ey [MLQE(E + 1)7192] — f(f + 1)71(1 + C(l — T))Z+1E1 |:M172@1_£_1QQ_K(B$,1((]) + Bo)eJrl]
= Bi[Miof(€+1)7' 0] — £((1+e(l=7) + e1(1 = 7)) By pO7 " — Er[My26(¢ + 1))
= UE[M12Q)] — (1 +c(l —7)+cr(1—7)(O0])™)

and hence

o _ 01(1 —7')5]'71
B [M29%) — (1 +c(1—7)+er(1—7))(07)7)

Note that, by the envelope condition, we just need to differentiate with respect to By, keeping
B17$ ﬁXGd.
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Finally,

o - L) ¢
W1 (B, X = Bo, X19)0¢"1d
o 1(Bo, X1,Q) /QaBj,OW1( 0, X19)0q" " "dg
/1
- Jag

—(IL+c(l—7)Er1[M12&2) + 1+ (1 — 7)) g By [M1,292_€(B$,1(Q) + Bo)ggm} >q€1dq

= —(1- Q)1 +c(l —7)Er[Mi2€;)]

5( — 01— p)(L+c(l—7)q B [M1,295Z5j,2(3$,1(Q) + Bo) (1 + C)} Bs1(q)(1 — qc)

1
+ ¢ /Q q-1<1+c<1—7>>€(—e<1—p>E1 | M1295"€55(Bs 1(a) + Bo) ™ (1 + )| Bsa()(1 - )

+ (14l —7) " E [M1,292_Z(B$,1(Q) + Bo)egja} )dq-
Thus,
0
¢ (B,
95,0 s(Bo)

_ 0
—VFE [M()J@{ 1 (Cl + (5$71(B0 + F(X1@1(X1, Bo), B()))) P
7,0
1
- E[Mo,l/ 01— p)(14¢c(1 —7))*
01(X1,Bo)
_,(F(gX1,B _ B
By [Mmﬂ% ¢ (%Bl‘)) + 5],2> (F(qX1,Bo) + Bo)) ' (1+ c)} tq" 1dq}
7,0

_(E [Mo,l@ﬁ-l (cl + 851 (Bo + F(X101 (X1, By), Bo)))
% 01(1 — 7')(%71 }
B[ M) — (14+c(1—-7)+ca(l-17))(07)1)

1
~ B[y, /@ 01— p)(1+ (1 — 7))

(X1,Bo)
F(¢X,, B ~ -
Eq [MMQQ_Z(((J@BI,O o) +5j,2) (F(¢X1,Bo) + Bo)) ' (1 +C)} lq 1dq}
-]7

©1(X1, Bo)}
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whereas

Wi (Bo, X1,01(X1, By))]

E[M,
(Mo, 9B;,

=F

Mo, ( — (1= O0)(1+ (1 — 7)) E1[M; 2€;]

1

vef q-1<1+c<1—r>>€<—e<1—p>E1 [M1295635(Bs 1 (a) + Bo)' ™' (1 + )] B ()1 — a0)

+(L+c(l—7)"E [M1,292_£(B$,1(Q) + Bo)fgm] )dq>]

To proceed further, we need to derive the first order approximation to the policy function Bg

using (D.1) under the assumption that ((1 —¢)(1+¢) — (1 +¢(1 —7))) is small. In this case,

Er[Mip](1=¢)(1+¢) = (1+¢(1—7)))

e e B“’”))e] (1= )1+ (1= )] = (1 + (1= 7))
+ (L=l = p)(1+ By [ My <(1+C(1_TQQ(BQ“BW))(Bo’file
Let
L 0@t -(kelom) (g9 (e(l-7)

==+ +c—)" 7 = A== p)(+ o)1 +c(l—7)f

and assume they are small (this is indeed the case when 7 is small). Then, the gains from debt
issuance are small and hence debt is small. Thus, By and B; are proportional to 51/ £ and By 4(q)

(when €9 is multiplied by ¢) solves

Eq[M 2] _

¢ 1[4V1,2 -1 14

¢ ————¢e1 = (Bo+DB1)" B + x(Bo+ Bi)
By [M129,

We will rescale them and denote Bj = Bt/ai/g. Then,

¢ E1[M o]

= (B + BY) B + (B + Bi)'
Er[M120;]
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where we assume that x is constant.

Now we can gather all the terms and rewrite the Kuhn—Tucker condition as

6j(Bo)(1 —gc) + 35(Bo)Bso(1 — qc) — E[Mo1c1(1 —7)E;1(1 — ©1(X1, Bo)")]

9
aBj’g

+ E[MOJ V_Vl(BOaXh@l(XluBO))]

9Bj0

= (E[(Mo,lclgj,l + M(]’Q(l + C)gjg)] — BgE[(M0,1615j71 -+ MO’Q(I + C)gjg)(@f)z]

1
— (1= p)E[Mo2(1 + )& 295 o Bz(qu_ldqo (1—gqe)
0%y

+ B$70 < —VE |:M071@l1_1 (Cl + 5$,1(B(] + F(X1@1(X1, Bo), Bo))>

% 61(1 —7’)5]',1 }
B [M o8] — (1 +c(1 —7) + (1 = 7))(O7)71)
1
¢
N E[MQ1 /el(xl,Bo) 01— p)(1+c(l— 7))
F(qX1,By)

Ey |:M1,QQQ_£< 0B,
]7

+&2) (F(aXi, Bo) + By))' ™" (1+ c)] ﬁqlqu (1- qc)
- E[M07161(1 - T)gj71(1 - @1(X1, BO)Z)]

+F

M071 ( — (1 — @li)(l -+ C(l — T))El [M1725j72]

1

) a1 - r))f<—£(1 — P)By [ M1295"€;2(Bs 1 (@) + Bo) ™ (1+¢)| Bs1(@)(1 - )

+(1+c(d—7)"E {M1,292_€(B$,1(Q) + BO)ggj,Q] >dQ>]

Now, since By is small, we will only keep the highest order terms (those of order Bé o) and ignore
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the terms of the order o(Bg o)- This gives

0 5(Bo)Bso(l - a0) — ElMoyer(1— 1)E;1(1 — ©4(Xy, Bo))]

0;(Bo)(1 —qc) + 9B,

o
W1(Bo, X1,01(X1, Boy))]

E M
+ E| 0’163]470

= (E[(Mo,lclfj,l + Mog(1+ c)€;2)] — BSE[(Moci€j1 + Moa(1 + ¢)&;2)(07)']

1
— (1= p)E[Mo2(1 + )00 A Ba(qVq—ldq])(l—qc)

+ Bsyg < — (B E [ Moa(07)' ™! (e1 + B [My2(1 + 0)])

% Cl(l —7’)5]',1 }
E(El [MLQQQ] — (1 + C(l — 7') + 61(1 — T))(@T)fl)
1
- E[Mm/@ 01 = p)(1+ (1 — 7))

F(qu BO)

J7

+ 53',2) (F(¢X1,Bo) + Bo))" ' (1 + C)] fq_ldq]) (1—qe)

- E[M07101(1 - 7’)(%‘71(1 - Bg)o((“)){)g)]

: <E
1
wof q1<1+c<1—7>>f<—e<1—p>E1 (V1295 852(Bs 1 () + Bo) (1 + )] By (@)1 — ac)

) + o5/

Mo 1 ( — (1= Bgo(01)") (1 + (1 — 7)) E1 [M1 2€;2]

+(1+c(l—7)*E, {M1,292_£(B$,1(Q) + Bo)egm] )dq>
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We can now regroup this as

E[(M()’lclng + M()’QCEJ‘?Q)](T — qc)
+ By < — E[(Mo1c1E1 + Mo2(1 + ¢)&;2)(07) (1 — qc)

ci(l—=7)&n
B [M1 2] — (14+c(1—7)+ca(l1-7))(07)1)

—(E Mojl(@i)z_l (Cl + E4 [MLQ(]. + C)]) X

+ E[(Moc1(1 = 7)€ 1+ (14 ¢(1 — T))Mo,zgjz)(@T)z])

1
+/® q*1
( — (1= p)E[Mo2(1 + )& 295 B (q)"(1 — q.)

F(lev BO)

55, 82)B2(0) Bl + (1~ a

— ’E[Moa(1 - p)Q5 (1 4 c(1 - T))<

B M0,2(1+C(1—T))£<—€(1—P) [05°€52(B5 1(a) + Bo)' 11+ )| Bs 1(a) (1 — )

+ (1 4c(1—7) ! {QEZ(BM(Q) + Bo)egm} ))dq + o(e)")

Recalling that we assume that ¢, 7, p are all of the order as ;. Thus,
~(1= ) E[Mo2(1+ )€;29 B2(q)" (1 — gc) + (1 +e(1 = 7)) |93 (Bs1(q) + Bo) Eja| = O(eF)

and

B o(—E[(Moge1E51+ Mo 2(14+0)E;.2)(07) ] (1=ge) + E[(Mo,1c1 (1-7)Ej 1+ (1+¢(1-7)) Mo 2€;,2) (07)"]) = O(
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Thus, we are only left with

E[(MOJClgj,l + MO,QngQ)](T - QC)

Mo 1 (@)1 il = 7) (Cl + Er[Mo(1+ c)]) 1
0,1(07) ((E1[M12%] — (14+c(1—7)+c(1—7))(07) 1) (1-qc)

+ B§,0<— (E

1
+/ q*1
O1

< ~ 2B[Mo (1~ )25 (1 + o1 — ) XL

b5 Bla) ™ Bigll +0)(1 — ao)

—’E

M0,2(1+C(1—7'))£<(1 ) [25°6;2(Bs a(a) + Bo)' (1 + )] (1 —qc>]))dq C

Now, the really surprising effect is that when By g is close to zero, the integral produces a logarithm

term through the following lemma.

Lemma D.1

1
| o tde ~ ~log(@iB)1(018)

as B — 0.

Thus, the key term is

E[(Mo1c1Ej1 + Mo 2c;2)|(T — qo(5)) + €2(Bs )" log(Bs 007)

E|My2(1+c(1 — 1)1 — p) [92453',2(1 + C)] (1—qc(8))

which should be non—positive for j # $ and zero for 7 = $. This leads to the inequality

4c(8) — 4c(7) < ES[Q,1€0] 1671 ®) 4 cpe2()
T—qc($) ~ BSY crem0) + cpe ()
ES[Q;°€50]  c1e®nB) 4 ¢
- B8, ]E$[5 o] e @10 oy
_ Cov® (92 ,Ei2) $[92—6ng2] Cl(er2($)—7"1($) — er2()=m1 (7))
BS [0 B8(E;0] BSOS el fe

-1

where we have used that E® [53}2] — er2(8)—r204)
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Proof of Proposition 6.1. We need to show that
By(—Bi + By)\*
(1 - - (BERER) ) (1+ s

¢ 041
—By(—Bi1 + By) (1 — (W) ) + Qol(L + 1)71 (1 — <B2(_B;212+BO)) " )”

is monotone decreasing in Bj; for Bj1 > 0. Taking the derivative, we get

12
Mo [(1 --p (BEGER) ) 1+ 6z

/—1
-YB (m o (B Q) (14 )1+ (1 — 7)E; 2602
k

+ (1 +c(1 = 7)) Er [M1,2E2]

MLQ Bj71

_ZEl
J

+ F; M172

—F

M172 Bk,l

Ba(—B1 + By)

¢
—Ei | M2({+1) <Qz> (1+c(1=7))&2

¢
+ ¢ (B2<_];12+ BO)) (1+e¢(1 = 1))z

V4
<1 —(1-p) <82(_%2+B(’)> ) (1+ c)gj,2”
/—1
-Yn (m o (B Q) (14 )1+ (1 — 7)E; 260>
k

+ (1 + (1 —7)) B [M12€)2]

¢
M 2 <B2(_Bl+&])> (1+c(1 - T))gj,2]

= —-F,

M o

M o By 1

—F
1 0y

= —CTE1 [M1’2€j72]

l
(= p)(1+¢) = (1+ (1 —7)Er | M <B2(_BI+BO)) 5]-,2]

/-1
— ZEl M172 [(Z(l — p) <B2(_B;212+BO)) Q21> (1 + C)(l + C(l — T))gjggk,Q
k

B
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< —ctEq [Ml,zgjg]

+ (1 =p)(A+e) = (A +c(l—7))E

_ZEl
k

§ —CTE1 [Mlvggj’g]

Qs
/—1
My [(@(1 _ ) <52(_31+BO)> 951> (L4 ) (14 (1 = 7))& 2

By(—B; + By)\*
My (<>> gﬂ]

By 11, <0
QQ ) k1>

+((1=p)(A+c) =1 +c(1—-7)))E

Bo(—By + By)\*
M <2(9120>> gj72]

Q

Bo(—B;1 + Bo)\*
M <2<10)> gjg]

+ {1 —p)(1+c)Ey

= —cTEr[Mi2&s] + (1+0)(1—p)(1+c)—(1+c(1—7)))E;

Bo(—By + By)\*
M <2<9120>> gﬁl

and hence the result holds if

sup 0, > T (1400 -p)(A4c)-(A+c(1-7))"

Consider now the possibility that new debt is issued at time ¢ = 1. The optimal amount of new

debt in currency p satisfies

0= —CTE1 [MLQSP,Q]

+((1=p)(A+c) =1 +c(1—-7)))Es

_ZEl
k

Ba(—Bi + By)\*
M1,2 <2( 912 0)> 5p,2]

-1
M 5 [(6(1 —p) <B2(B1+&))) Qz_l> (I4+c)(14+c(1—7))&E28k2

B
0 k1

Define the matrix

/—1
Pix = Km_p) (W) le> (1+c)(1+c(1—7))5j,25k,2]
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and the vector

Ba(—B1 + By)

¢
0 ) —cr)&k2 > 0.

O - <(<1—p><1+c>—<1+c<1—7>>>(

Then, first order conditions can be rewritten as a system

E\[M,2P]B = Ei[M;20Q)]

In the extreme case when all exchange rates are identical, it follows immediately that the total net
acquired-back det ), By has to be strictly negative (meaning that the firm is issuing debt and is
indifferent about re-shuffling because all currencies are identical). But one currencies are slightly

different, the optimal debt issuance will feature approximately equal issuance amounts, all positive.

Q.E.D.
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E. Additional results: Local currency and dollar debt

The main goal of our paper is to explain the dominance of the dollar compared to other major
international currencies primarily with global firms in mind. While it is not our primary focus
to explain why firms in emerging markets issue debt in dollars as opposed to local currency, the
mechanisms underlined in our paper do yield some predictions about that as well. In this appendix,
we take as given the dominance of dollar among the major global currencies, and we investigate
whether debt view can be used to explain the mixture of dollar— and local-currency denominated

debt for non—financial firms in a cross—section of emerging market economies.

E.1 Results

We develop and test the predictions of an extension of our model using a cross—section of the
emerging market economies for which data on corporate debt in different currencies are available.?
We prove the following extension of Theorem 2.1 for the case wherein firms issue a mixture of local
currency (LC) and dollar-denominated debt (see Theorem E.2 in the Appendix for the proof. Note
that, while Proposition E.1 is a partial equilibrium result, it still holds true in general equilibrium

when debt overhang costs are sufficiently small).

Proposition E.1 Suppose that (1) g = q($) (that is, issuing in LC costs the same as issuing in
dollars); (2) the variance of all shocks is sufficiently small; and (3) isswing debt in both LC and

dollars is optimal; (4) ¢ is close to 1. Then,

(a) the fraction W is monotone increasing in the covariance Covy(e;41,€g441) if and only

if B = Bi($)Es,;

. B . . .
(b) the fraction Bt($)~t€$,i,t is always monotone decreasing in ;..

The intuition for the first theoretical result is that local currency debt partly replicates insurance

properties of the dominant currency in downturns, while it is a better hedge against domestic

“Data were obtained from the Institute for International Finance (ITF) for the period from 2005 Q1 to 2018 Q2.
The countries in our sample are Argentina, Brazil, Chile, China, Colombia, Czechia, Hong Kong, Hungary, India,
Indonesia, Israel, Republic of Korea, Malaysia, Mexico, Poland, Russian Federation, Saudi Arabia, Singapore, South
Africa, Thailand and Turkey.
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productivity shocks. The second result is that volatile inflation generates volatility of profits which

the firms avoid by issuing less local currency debt.

Items (a)—(b) of Proposition E.1 directly translate into the testable empirical hypotheses. We

test the two implications of our theory:

1. The local currency share of corporate debt is higher for countries in which domestic inflation

correlates more with US inflation when controlling for relevant factors.

2. Firms in countries with more volatile domestic inflation tend to have less debt denominated

in local currency.

Fig. E.1. Mean of the local currency to USD debt ratio by country
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Source: IIF, authors’ calculations

Figure E.1 shows the mean of the debt ratio, %i, for each country in our sample. The left—
hand panel shows several outliers: China and the EU countries in the sample (Czechia, Hungary,
and Poland), while the right-hand panel shows the rest of the countries. We exclude outliers from

our regressions and focus only on the sample of countries listed in the right—-hand panel.
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We find statistically significant evidence for the first prediction. Our second test results in a
coefficient with the predicted sign, yet statistically insignificant.
In order to test the first hypothesis, we proceed as follows. For each in our sample, we estimated

the following time series regression:
7l =40 + 1 - Ret_MSCIACW orld, + T - Ret_DomesticStockIndex! + ", (E.1)

where 7! is the domestic monthly inflation rate in and Ret M SCTACW orld; is the monthly return
on the MSCI AC World Index. Ret_DomesticStockIndex! is the monthly return on the domestic
stock market index. 7 ¢ are the residuals from this regression. We also run the following regression

for the US:
7S = o + 1 Ret MSCIACWorldy + ;""" , (E.2)

We then run the following regression to compute a proxy for the covariance Covy(e;i11,€g4+1)

between the residual domestic inflation and residual US inflation (see item (a) of Proposition E.1),

res,i res,US
T =+ pm + €,
where " is the residual domestic monthly inflation rate in from (E.1) and 7, **Y® is the

residual monthly inflation rate in the US from (E.2). We denote the estimated slope coefficient by

~res,i _res,US

ﬁ?rt T
2

We then run the following cross—sectional regression:

LCU Aﬂ_T'ES,i Tl_res,US

— =q« R X; i . E.3

oS~ 1T AP +Xi (E:3)
Here, %i is the average ratio of debt denominated in local currency to debt denominated in

dollars for corporates in the countries of the dataset; X; denotes other control variables.
Item (a) of Proposition E.1 predicts that the coefficient 1 in the regression (E.3) should be
positive.

To test the second hypothesis, we calculate the standard deviation of " as a proxy for o, ;
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in Proposition E.1, and then run the following cross—sectional regression:

LCU res,i

Proposition E.1, item (b) predicts that 82 < 0.

In column (1), we run univariate regressions In column (2), we add an additional control variable
kaopen, : a financial openness index obtained from Chinn and Ito (2006). In column (3), we take
the predictions of the model literally as they appear in item (a) of the Proposition E.1: 81 > 0
for countries where %i > 1 and we exclude Hong Kong where %i < 1. In all three columns,
regressions corroborate our hypothesis.> The first three columns are in line with the predictions of
our theory. Column (4) of Table E.1 shows the results of regression (E.4). Although the result is

lacking statistical significance, the sign of the coefficient is indeed consistent with our theoretical

prediction.

3All our results are qualitatively and quantitatively similar when we use raw domestic and US inflation rates,
instead of residuals. Moreover, all results remain valid if we use the share of local currency debt in total debt instead
of the ratio of local currency debt to dollar debt.
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Table E.1. The cross—section of the local currency to dollar
debt ratio

(1) (2) 3) (4)

LCU LCU LCU LCU
USDi USDi USDi USDj
GrTETTT g magier g ogarEr 60190

(0.896)  (1.097)  (1.029)
kaopen; -0.233 -0.192  -0.796*
(0.347)  (0.428)  (0.398)

ot ~1.784
(1.479)

Observations 17 17 16 17

R—squared 0.697 0.709 0.664 0.254

Notes: Robust standard errors in parentheses. *, ** *** denote

significance at the 10, 5, and 1% levels respectively. %i is the

mean share of local currency debt obtained from the IIF for each
of the 17 emerging market economies between 2005 Q1 and 2019

o res,i _res,US

Q4. ﬁ:‘ Tt is the estimated regression coefficient for a linear

regression of residuals of monthly domestic inflation rate from (E.1) on
the residuals of the US inflation rate from (E.2). kaopen, is the mean of

the Chinn—Ito financial openness index for each country (average of the
ﬂ_z‘es.i

data available between 1970-2018). o is the standard deviation

of the residuals of the monthly domestic inflation rate obtained from
(E.1). In column (3), Hong Kong is excluded since the share of local

currency debt to dollar debt is less than 1.



E.2  Proof of Proposition E.1

We first state the following extension of the Theorem 2.1 for the case of firms borrowing both

in local currency and in dollars.

Theorem E.2 Suppose that g = q($). Then, issuing in a mizture of local currency and dollars is

optimal if and only if

Cov® Q1 )7 .
Vi \ \ BBy ) 2 Cistittl
<

q(% - -
®) E} [(Bﬁiﬁgt)) ]Ef[gj,t,tﬂ]

forallj=1,--- N.

Proof of Theorem 2.1 and Proposition E.1. The standard Kuhn—Tucker conditions that bor-

rowing only in LC and dollars is optimal if and only if

l
Ey | My i1 [(1 - (1—-p) (W) > (14 )&t ] (1—-q(4))
/—1
+ B [ My [(—E(l —p) (W) Qt+11> (14 ¢)&j 1| Biy1(Br) | (1 —q(9))

— (14 c(1 = 7)) By [My141Ej,141]

Bii1(B)\*
+ By | Mygy1(£+1) (t;(t)) (1+c(1=7))& 41
t+1
Bii1(B)\*
(BB (e - | <0
Qi1

for all j with the identity for j =4, $. This inequality can be rewritten as

Ey[M; 141 141]

¢
E; [Mt,tJrl (Bt%ft)) gj,t+1]

Ey[Myi11Eg; 141]

¢
E; |:Mt,t+1 (Bt%ft)) g$,i,t+1:|

q(,9) <1 =409

and the first claim follows.
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For the LC—$ mixture, we assume for simplicity that £ = 1. Then, we get the system

whereby

1 = 48) Ei[M; 1&g 141]
" o (]
t (M1 o0 $.,i,t+1
1= q(%) Ei[My411]
= a Biy1(Bt)
Ey | Mg i41 O

Bii1(B) = (1+e(l—7)) (Bt + Bi($)&441)

Thus, we get the system

Et[Mt,t+lQ;+11]Bt + Et[Mt,t+19;+115$,i,t+1]Bt($) = q(8)E[My 1]

Ey My 19 4 Esi01) B + Et[Mt,t+19t_+115$?,i,t+ﬂBt($) = G(8)E[My 11185441

where we have defined

Thus,

(s

where

Thus,

Thus,

) — q®)A;

q(8) = q(3)/(1 +c(1 = 7)).

Et[Mt7t+1Qrf_+llg$?,i,t+1] _Et[Mt,tJrlQ;rllg&i,tH] ( Ey[M;i11] )
—Ey[My 19 Es.i 111 Ey[Myy 1] E[Mir4185,i041]

Ay = Ey[Mpy1 Q8 E8 s o 1B My 19 — (B My i1 Q7 s 1))

$0-1 -1
Bt B —COVt (Qt+1gt,t+1,$,i7 5t,t+1,$,i)
- = $/—1 —1
Bt($)5t,$,z Covy (Qt—i-l’ gt,t+1,$,i)
$ A1) —1)a; -1 p-1
B, —Cov; ((C’Zﬁrle(” V1 Py 41) >Pi,t,t+lp$,t7t+1>

Bi(3)&,s,i Cov? ((Cf+1e("*1)“ivf+1Pi,t,t+1)_lv Pijt}t-l—lp&tﬂrl)
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Let now @; 41 = log(C_'fHe("_l)ai’Hl) — Pag +1 where ag ;1 = log( _?He(”*l)a&tﬂ) and where
is such that a;;y1 and ag,,, are uncorrelated.

Recall also that we assume that

logPisty1 = —QiGg 441 — QiGipr1 + €igy1, 10gPg iy = —0gag 1 + €541

where €;11 ~ N(0,02;). We also allow 0. ;5 = Covi(g;s41,65441) # 0. Then, to the first order

in variance, the measure change is irrelevant and

-1

$ (0N en—1ai —1
— Cov; <(Cf+1e(" VP i) ’Pi,t,t+173$,t7t+1)

~ —Covi(—@ips1 — Blgsi1 +0glg i1 — €041, —Q§d5041 + 8441 T Qillipr1 + Quilig i1 — Eigs1)

whereas
$ ~N —1)a; -1 -1
Covy ((Ct+1e(" S Py 1) ?Pi,t,t+1p$,t7t+1>

~ Covi(—air+1 — Bagp1 + i1 + QiGg 1 — Eigt1,
—aglg 11 + €g4q1 + Qi1 + QiGg 1 — Eity1)
In the small variance approximation, we that’s get
2
g

B, 0§~ Oeis T ool + 0302 ($) — (ag + ajag)oc(i, $)

Bi(8)& 5. 0371- —0cis + (1 — ;) (agoe(i, §) — a;0?)

where 02 = Vart[log(C_’fHe("_l)ai’tH)] and o.(,$) = Covt[log(C_'fHe(”_l)“i’f“), log(C_'?He(”*l)%tﬂ)] .

The claims (monotonicity in o, ; ¢ and O'ii) follow then by direct calculation. Q.E.D.
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